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ABSTRACT

The new Arbitrary Interacting Cells Algorithm (AICA)
for calculating intermolecular pair forces for Molecular
Dynamics (MD) on a distributed parallel computer is
presented. AICA is designed to operate on geometrical
domains defined by an unstructured, arbitrary polyhe-
dral mesh, which has been spatially decomposed into
irregular portions for parallelisation. It is intended for
nano scale fluid mechanics simulation by MD in com-
plex geometries, and to provide the MD component of
a hybrid MD/continuum simulation. AICA has been
implemented in OpenFOAM and verified against a pub-
lished MD code.
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1 INTRODUCTION AND
MOTIVATION

1.1 MD Simulation in Arbitrary
Geometries

Simulations of nano scale liquid systems can provide
insight into many naturally-occurring phenomena, such
as the action of proteins that mediate water transport
across biological cell membranes. Nanoflow simulations
may also facilitate the design of future nano devices and
materials (e.g. high-throughput, highly selective filters
or lab-on-a-chip components). The dynamics of these
very small systems are dominated by surface interac-
tions, due to their large surface area to volume ratio.
However, these surface effects are often too complex
and material-dependent to be treated by simple phe-
nomenological parameters [1] or by adding ‘equivalent’
fluxes at the boundary [2]. Direct simulation of the
fluid using molecular dynamics (MD) offers the ability
to model these phenomena with minimal simplifying as-
sumptions.

Some MD fluid dynamics simulations have been re-
ported [3,4], but MD is prohibitively computationally
costly for simulations of systems beyond a few tens of
nanometers in size. Fortunately, the molecular detail
of the full flow-field that MD simulations provide is of-
ten unnecessary; in liquids, beyond 5-10 molecular di-

ameters (S 3nm for water) from a solid surface, the
continuum-fluid approximation is valid and the Navier
Stokes equations with bulk fluid properties may be used
[1,5,6]. Hybrid simulations have been proposed [7-10]
to simultaneously take advantage of the accuracy and
detail provided by MD in the regions that require it,
and the computational speed of continuum mechanics
in the regions where it is applicable. In order to pro-
duce a useful, general simulation tool for hybrid simula-
tions, the MD component must be able to model com-
plex geometrical domains. This capability does not ex-
ist in currently available MD codes; domains are simple
shapes, usually with periodic boundaries. The most im-
portant, computationally demanding, and difficult as-
pect of any MD simulation is the calculation of inter-
molecular forces. This paper describes an algorithm
that calculates pair force interactions between molecules
occupying arbitrary, unstructured mesh geometries that
have been parallelised for distributed computing by spa-
tial decomposition.

1.2 Neighbour Lists are Unsuitable

The conventional method of MD force evaluation in
distributed parallel computation is to use ‘neighbour
lists’ for interacting molecule pairs with the ‘replicated
molecule’ method of providing interactions across peri-
odic and interprocessor boundaries, where the system
has been spatially partitioned [11,12].

The spatial location of molecules in MD is dynamic,
and hence not deducible from the data structure that
contains them. A neighbour list defines which pairs of
molecules are within a certain distance of each other,
and so need to interact via intermolecular forces.

Neighbour lists are unsuitable when considering sys-
tems of arbitrary geometry, that may have been divided
into irregular and complex mesh segments using stan-
dard mesh partitioning techniques (see, for example, fig-
ure 1) for two reasons:

1. Interprocessor molecule transfers: A molecule
may cross an interprocessor boundary at any point
in time (even part of the way through a timestep),
at which point it should be deleted from the pro-
cessor it was on and an equivalent molecule cre-
ated on the processor on the other side of the
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boundary. Given that neighbour lists are con-

structed as lists of array indices, references or point-

ers to the molecule’s location in a data structure,
deleting a molecule would invalidate this location
and require seaching to remove all mentions of it.
Likewise, creating a molecule would require the
appropriate new pair interactions to be identified.
Clearly this is not practical. It is conventional to
allow molecules to ‘stray’ outside of the domain
controlled by a processor and carry out interpro-
cessor transfers (deletions and creations) during
the next neighbour list rebuild. This is only possi-
ble when the spatial region associated with a pro-
cessor can be simply defined by a function relating
a position in space to a particular cell on a particu-
lar processor (i.e. a uniform, structured mesh, rep-
resenting a simple domain). In a geometry where
the space in question is defined by a collection of
individual cells of arbitrary shape, this is not pos-
sible. For example the location the molecule has
‘strayed’ to may be on the other side of a solid
wall on the neighbour processor, or across another
interprocessor boundary. For the molecule to end
up unambiguously in the correct place, the inter-
processor transfer must happen as the molecule
crosses the boundary.

2. Spatially resolved flow properties: MD sim-
ulations used for flow studies must be able to spa-
tially resolve fluid mechanic and thermodynamic
fields. This is achieved by accumulating and aver-
aging measurements of the properties of molecules
in individual cells of the mesh that defines the ge-
ometry. If a molecule is allowed to stray outside
of the domain controlled by a processor, as above,
then it would not be unambiguous and automatic
which cell’s measurement the molecule should con-
tribute to.

Our new algorithm is of comparable computational
cost to neighbour lists, but designed to be powerful and
generic for simulation in arbitrary geometries [13].

2 ARBITRARY INTERACTING
CELLS ALGORITHM (AICA)

2.1 Replicated Molecule Periodicity
and Parallelisation

When parallelising an MD simulation, the spatial do-
main is decomposed and each processor is given respon-
sibility for an individual region [11]. Processors must
communicate to carry out intermolecular force calcu-
lations, where molecules close to processor boundaries
need to be replicated on their neighbours to provide in-
teractions. Periodic boundaries also require informa-
tion about molecules that are not adjacent physically

Figure 1: Example of a molecular dynamics flow simu-
lation in a nano channel. The mesh is decomposed into
five irregular portions, four of which are shown as shaded
blocks, the molecules contained in the fifth portion are
shown explicitly.

in the domain; these required interactions can also be
constructed by creating copies of molecules outside the
boundary. It is possible to handle processor and periodic
boundaries in exactly the same way, since they have the
same underlying objective: molecules close to the edge
of a region need to be copied either between processors
or to other locations on the same processor at every
timestep to provide interactions. This is a useful feature
because decomposing a mesh for parallelisation will of-
ten turn a periodic boundary into a processor boundary.
The issue is how to efficiently identify which molecules
need to be copied, and to which location, because this
set continually changes as the molecules move.

2.2 Interacting Cell Identification

Our new AICA algorithm is an extension of the Con-
ventional Cells Algorithm (CCA) [11]. In the CCA, a
simple (usually cuboid) simulation domain is subdivided
into equally sized cells. For computational and theoreti-
cal reasons [14], intermolecular potentials do not extend
to infinity, they are assigned a cut-off radius, r.yu:, be-
yond which they are set to zero. A molecule must cal-
culate intermolecular force contributions from all other
molecules within a distance of r.,;. The minimum di-
mension of the CCA cells must be greater than 7., so
that all molecules in a particular cell interact with all
other molecules in their own cell and with those in their
nearest neighbour cells (i.e. those they share a face, edge
or vertex with — 26 in 3D). AICA uses the same type of
mesh as would be used in Computational Fluid Dynam-
ics (CFD) to define the geometry of a region. There are
no restrictions on cell size, shape or connectivity. Each
cell has a unique list of other cells that it is to interact
with, this list is known as the Direct Interaction List
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Figure 2: Interacting cell identification using unstruc-
tured triangular cells to demonstrate insensitivity to
mesh topology. The spatial domain is periodic top-
bottom and left-right. Real cells within 7., that in-
teract with the CIQ (dark) are shaded in grey. Some of
these may lie on the opposite side of a periodic bound-
ary, or on a different (possibly non-adjacent) processor
when the domain has been decomposed. Realistic sys-
tems would be significantly larger compared to r.,; than
shown here.

(DIL) for the Cell In Question (CIQ). It is constructed
by searching the mesh to create a set of cells that have
at least one vertex within a distance of r.,; from any of
the vertices of the CIQ, see figure 2.

The DILs are established prior to the start of simu-
lation and are valid throughout because the spatial rela-
tionship of the cells is fixed, whereas the set of molecules
they contain is dynamic. In a similar way to the CCA, at
every timestep a molecule in a particular cell calculates
its interactions with the other molecules in that cell and
consults the cell’s DIL to find which other cells contain
molecules it should interact with. Information is re-
quired to be maintained stating which cell a molecule is
in — this is straightforward and computationally cheap.

Replicated molecule parallelisation and periodic bound-

aries are handled in the same way using referred molecules
and referred cells. Referred molecules are copies of real
molecules that have been placed in a region outside
a periodic or processor boundary in order to provide
the correct intermolecular interaction with molecules in-
side the domain. Referred cells are created once, at
the start of the simulation [13], see figure 3. They
define a region of space and hold a collection of re-
ferred molecules. The forces between real molecules in
the mesh and the referred molecules provides the in-
termolecular force link between processors and across
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Figure 3: The configuration of referred cells around the
portion of mesh on processor 0. A circle of radius 7.y,
drawn from any vertex of a real cell would be fully en-
compassed by other real or referred cells, thereby pro-
viding all molecules in that cell with the appropriate
intermolecular interactions.

periodic boundaries. Each referred cell knows

e which real cell in the mesh (on which processor) is
its source;

e the required transformation to refer the positions
and orientations of the real molecules in the source
cell to the referred location;

e which real cells are in range of this particular re-
ferred cell and hence require intermolecular inter-
actions to be calculated. This is constructed once
at the start of the simulation in the same way as
the DIL for real cell interactions — the vertices of
the real cells in the portion of mesh on the same
processor as the referred cell are searched, those
with at least one vertex in range of any vertex of
the referred cell are found.

At each timestep, the referred cells are populated
with referred molecules, copied from their (real) source
cells. These are discarded after the force calculation.

3 VERIFICATION

The AICA algorithm, implemented in OpenFOAM
[15] is run on a test case in serial on a PC and decom-
posed into irregular shaped portions and run as a dis-
tributed parallel calculation on 24 processors of a clus-
ter. These results are compared to an in-house code
which has been validated against those supplied in [11].
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Figure 4 shows the average Total Energy (TE) per
molecule, for a cubic domain containing 27000 Lennard
Jones molecules, starting in a simple cubic lattice at
a temperature of 120K. TE for the AICA simulations
shows a very similar trend to the in-house code. The
in-house code and AICA simulations do not follow ex-
actly the same trajectory because the velocities in the
systems are initialised by random numbers, which are
different between the two codes. This is likely to ac-
count for the slight (0.0025%) difference in average TE.
The serial and parallel tests use the same initial veloc-
ity configuration and each value for TE is the same to
better than 1 part in 10'2. Momentum is conserved in
both serial and parallel tests to approximately 1 part in
1016.
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Figure 4: Verification of total energy results. Serial and
parallel results are identical, see inset.

4 CONCLUSIONS

Our Arbitrary Interacting Cell Algorithm (AICA)
has been described, which is a new way of calculating
pair forces in a molecular dynamics simulation, carried
out on arbitrary unstructured meshes that have been
spatially decomposed to run in parallel. The algorithm
is expected to achieve a similar computational speed to
the neighbour list method, but does not suffer from the
degradations in performance that neighbour lists expe-
rience in large systems and at high temperatures [13].
AICA has been implemented in the OpenFOAM code,
and produces the same results when a system is simu-
lated in serial, or in parallel on a mesh decomposed into
irregular shapes on 24 processors. The exchange of in-
termolecular force information across interprocessor and
boundaries must therefore be correct.
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